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Ever since the advent of machine translation technology, it has been speculated that the newly developing tools might soon replace human translators. This concern only worsened with the introduction of neural machine translation (NMT), a system which relies on neural nets to “directly transform the source sentence into the target sentence” [1] and which has much better overall translation quality, more fluency, and a better handle on various linguistic phenomena [1, 2, 3, 4] than the previously widely employed statistical machine translation (SMT). With the spread of NMT technology a need for a new profession, adjacent to the one of a conventional translator, has become apparent — namely, for that of a post-editor of machine translation.

Due to this rise in popularity of the NMT services, post-editing as a professional practice has also come under scientific scrutiny. Researchers have examined the link between the finished product and the amount of effort made by the post-editor [5], as well as the time they spend on completing the task [6], their expertise [7], and the quality of the machine translation output [8]. However, if we were to consider creativity in PEMT, such studies prove to be extremely limited in number and scope, with little to no research at all having been completed on creative translation decisions in PEMT.

This study aims to fill this gap by answering the following research question: What are the types of creative translation decisions most frequently made by post-editors? Fulfilling the main objective of devising a typology of the creative decisions most frequently made in the post-editing process of machine-translated marketing texts will enable us to understand what the machine is not able to do yet and what strategies post-editors need to employ in order to produce a higher-quality translation, as well as what we need to teach future post-editors. Thus, this paper proves to be of substantial theoretical and practical significance and provides a novel and original outlook on the issue of creativity in PEMT.
The established objective is achieved through the use of linguistic comparative analysis applied to the post-edited translations of marketing texts retrieved from the Apple website. The machine translation is performed by Google Translate. Based on the previous research outlined in the Literature Review, it is hypothesized that the most significant amount of creative human effort from the post-editor will be required in the cultural, stylistic, and grammatical aspects of the texts.
Over the course of this research, it becomes apparent that the areas in which the chosen NMT service encounters the greatest number of issues are the following: Grammatical and Syntactical, Lexical, and Cultural. Due to such peculiarities of the chosen texts as frequent parcellation and incomplete sentences, the MT tool often experiences difficulties in treating such fragments as connected segments and not separate entities. This approach leads to a considerable number of mistakes in grammar and syntax. The lexical mistakes encountered in the sample are mostly caused by Google Translate translating words in their first meaning only, regardless of the surrounding context. As for the mistakes concerning culture-specific elements, the machine is predictably incompetent at understanding and taking into consideration the linguacultural characteristics of certain words or phrases.
In the post-editing process, it is confirmed that the aforementioned areas which present the most difficulties to the NMT service require the most creative effort from the post-editor. Thus, a typology of creative solutions is devised, and the following conclusions are drawn.
Overall, as evidenced by the typology developed in this study, the greatest number of creative translation solutions in the process of post-editing machine translation is required in the spheres of grammar and syntax, lexis, and culture-specific elements. This information presents major practical significance as it can be used in the process of teaching future post-editors as well as fine-tuning the NMT systems. Future research is expected to expand both on the type of material used in the study and the NMT services executing the translation.
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